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CALCULATION OF SYMMETRIC POLYNOMIALS
IN THE MAPLE COMPUTER MATHEMATICS SYSTEM

Abstract. The article studies the theory of symmetric polynomials. As a result of the
study, it was shown that one of the methods for solving systems of higher degree equations
is the method using symmetric polynomials. The practical implementation of the solution
method has a computer implementation in the Maple system.
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Introduction. Despite the variety of different theoretical aspects of algebra,
the theory of polynomials occupies a special place. The theory is very meaningful.
Symmetric polynomials, which have numerous applications, occupy a certain place
in the theory of polynomials.

One of the many applications of symmetric polynomials is their successful
use in solving systems of higher degree equations.

The development of the current direction of computer mathematics leads to
questions of finding solutions to mathematical problems in modern packages of
analytical calculations. As an alternative method, solving systems of higher degree
equations in the Maple package is considered. The solution in the Maple package
will speed up and simplify the implementation of the necessary mathematical
actions, calculations and rationalize the solution process.

Conditions and methods of research. The solution of various geometry
problems is often accompanied by the use of symmetry and its properties. When
solving algebraic problems, this trend can also be traced. But in a semantic sense,
the concepts of symmetry in geometry and algebra differ. The algebraic meaning is
that the expression remains unchanged when the composition of its letters is
rearranged. For example, expression x2y2z has symmetry with respect to variables
x and y. But has not symmetry with respect to variables x and z. The result of the
rearrangement x and y is the expression, a distinctive feature from the existing one
is the order of factors y2?x2z, the expression does not change. The result of the
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rearrangement x and z is the expression z2y2x, which is not identical in value to
the Original.

Let us call a polynomial p(x,y) in two variables x and y symmetric if, when
replacing the first variable with the second variable, the polynomial does not
change:

p(x,y) = p(,x). €]

[1] For example, polynomial p(x,y) = x?y + xy? - symmetry:
p(x,y) = x*y + xy? = y?x + yx* = p(y, x).

g(x,y) = x3 — 3y? - does not apply to symmetrical:

gCx,y) = x> =3y? #y> = 3x% = g(y,%).

The simplest symmetric polynomials in variables mean the sum x + y: 07 =
x + y and product xy: o, = xy.

Symmetric polynomials include the so-called power polynomials, the form
of which x™ + y™:

So=x4+y°=2,5=x+ys, =x2+y%. . s, =x"+y". (2)

Let's study the method of forming symmetric polynomials. Into some
asymmetric polynomial in 6; = x + y and o, = xy - p,(0gy,0,) let us replace the
expressions g, and g, through x and y. It is obvious that a symmetric polynomial
is formed from x and y. This happened because o, and o, they are not subject to
changes when rearranged x and y. In this connection, the entire resulting
polynomial, which is expressed by x + y and xy. For example, let p5(oy,0,) =
g — 0,0,. Using expressions o, = x + y and o, = xy we get the following [2]:

p3(01,0,) =0 — 010, = (x +y)® — (x + y)xy = x3 + 2x%y + 2y%x +
3
y-.
We will use this technique later. But first, let's look at the representation of
power sums using o, and o, . We have:

S =x+y=o0q,

s, =x%2+y%=(x+y)?—2xy =0f — 20,
s3=x>+y>=(x+y)(x*—xy+y?) = (x+y)((x +y)* = 3xy) =
0,(6? — 30,) = 08 — 30,0, .

We got the representation of power sums s, s,, s3 in the form of
polynomials a; and o,.

Example 1.1. We have P,(x,y) = x*+5x3y + 6x%y? + 5xy3 + y*-
symmetric polynomial in two variables. Let's express P,(x,y) from o, =x +y
and o, = xy. First, let's take steps to highlight expressions with explicit
representations of power sums in terms of x, y [4]:

Py(x,y) = x* 4+ 5x3y + 6x2y2 + 5xy3 + y* = (x* + y*) + 5xy(x? +
y?) + 6x2y2.

We use power sum formulas s, = x? +y?2, s, =x*+ y* for the last
expression of the polynomial P, (x,y) as a result we have:
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Py(x,y) = (x* +y*) + 5 xy (x* +y?) + 6 x7y?
N e’ ) S—— N——
=S, =0, =S, =O'22

= off — 40?0, + 20% + 50,(02 — 20,) + 6072

= of + oo, — 20%.

Example 1.2 Solve a system of algebraic equations

{x5+y5:33
x+y=3"

The equations of the system contain symmetric polynomials of the 2th
degree in x and y. Let's use the new unknowns:

{x+y=01
Xy = 0, '

Using new unknowns og; and a,, we obtain an expression for the equations

of the system. Power sum Ss - this is the left side of the first equation. S5 can be
expressed in terms of polynomials of variables ¢; and o, [5]:

x®> +y% =sg = 0 — 5030, + 50,0%.

Let's do the same with the second equation of the system: we write the
expression for the power sum S; in terms of polynomials in the variables o; and
a,. In our case, we have the following:

X+y=s =0

Now let's write the system with new unknowns:

{015 — 5030, + 50,04 = 33
gy = 5

One unknown is already known: o; = 5. Using it for the first equation of
the system we obtain a quadratic equation for a,:

1562 — 1350, + 210 = 0,
% — 90, + 14 = 0.

We can easily find the roots of the equationo,:
0, = 2, 0, = 7.

This means that to find the initial unknowns x and y you need to solve 2
systems of equations:

x+y=2 {x+y=7
{xy=7 (xy=2"

The solution to the last 2 systems can be found without much effort:

216



ISSN 2308-9865 Mechanics and Technology /

eISSN 2959-7994 Scientific journal 2024, No.1(83)

3, V19, 3 V19,

X =2 (=1 )=t jX =57

{J’1=1’{J’2:2’ _3_ V19 3, V19
2 2 2 2

Using the above method, Bezout’s theorem is often used to find solutions to
systems of equations [1].

Research results. The process of solving systems of algebraic equations
using symmetric polynomials is carried out by the substitution method. In order to
use substitution, it is necessary to select the symmetric polynomial that will be used
to implement the method.

One of the directions in the development of computing technologies is
currently associated with the emergence and development of powerful
mathematical packages that make it possible to simplify the process of preparing a
problem, solving it and analyzing the results. Let's consider solving systems of
algebraic equations in a computer mathematics system as an alternative solution
method.

In Example 1.2, you need to solve a system of algebraic equations, the right
side of which represents symmetric polynomials:

{x5+y5=33
x+y=3"

We implement the system solution in the Maple package. Enter the system
equations and the solution command solve [3]:

restart;

sys:=({x"5+y"5=33,x+y=3});

s:=solve(sys.{x,y});

sys = {x+y=3,x"+y" =33}

s={x=1y=2},{x=2,y=1},

{x=-RootOf( Z*>-3 Z+7)+3,y=RootOf( Z*-3 Z+7)}

The system provided a solution, but one of them included the RootOf
function, which means that roots cannot be expressed in radicals. [3] Use the
_EnvExplicit:=true option to get an explicit expression of the system roots:

restart;

_EnvExplicit:=true;

sys:=({x"5+y"5=33,x+y=3});

s1:=solve(sys,{X,y});

~ EnvExplicit := true
sys = {x+y=3,x+y =33}

sl ={x=1y=2},{x=2,y=1}, {x=

3 1 31
fvy=_4+ 7./ =———T./
1x—2+21‘,‘,19,y 5 21‘,‘,19}

The resulting solution corresponds to the solution obtained manually. In
order for the system to check all solutions, we use the assignment command
assign(name) [3]:

assign(s1[1];x;y;
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s2:=subs(s1[1],sys);
1

2

s2:={3=3,33=33}

As you can see, the first solution of the system is correct. In order to check
all solutions at the same time, we use the map function together with the subs
function:

map(subs,[s1],sys);

[{3=3,33=33},{3=3,33=33},{3=3,33=33},{3=3,33=33}]

As you can see, the system has checked its solution.

Let's try to solve the following problem:

{x3 +y3=38

x2+y?=4

restart;

_EnvExplicit:=true;

Sys:=({X"3+y3=8,x"2+y"2=4});

sl:=solve(sys,{X,y});

map(subs,[s1],sys);

_EnvExplicit := true
sys = {x*+1y*=4,x>+1° =8}
sl ={x=0,y=2},{x=2,y=0},{x=-2-/2 Ly=-2+/21},

(x==2+21Ly=-2-/21}
[{4=4,8=8},{4=48=8},

(2= /21 +(2+ /21 =4,(2- /2D +(-2+ /2 1)’ =8},
((2-212+(2+ /21 =4,(-2-/2 1) +(-2+/21)*=8}]

Maple has completed and verified the solution, but as we can see, for
complex conjugate roots there is no explicit expression for the correctness of the
solution. We correct the verification of the solution and connect the simplify
transformation command [3]: simplify(map(subs,[s1],sys));

[{4=4,8=8},{4=4,8=8},{4=4,8=8},{4=4,8=8}]

Now the solution has been verified with explicit derivation of expressions.
As you can see, the Maple system finds solutions to systems of algebraic equations,
the left side of which is symmetric polynomials.

Let us consider the solution of a system with asymmetric equations, when
solving which an auxiliary parameter was introduced:

{ x3—-y3=5

xy? —x%?y=1

We enter the commands of the program for solving a system of algebraic
equations:

restart;

_EnvExplicit:=true;

Sys:=({x"3-y"3=5x*y"2-x"2*y=1});

sl:=solve(sys,{X,y});

simplify(map(subs,[s1],sys));

~ EnvExplicit .= true
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sps = {=x*y+xyt=1,x> -y’ =5}

/2 /2 |2
[ = = ! =-— B -1 ' y,=—_1_- YT —
‘51' {x 1+ 2 9y 1+ 2 J){x 1 2 9y 1 2 S X
_— 3
1 1, — [-10+41/6
—4—]. S - TV ——2
e R IR r
7 247" 4 14
7 . T/-10+41/6 1 1, . /-10+41]6 B
—ZI-._,-6— 4 ,y_2+4]‘.‘;6+ i ,|x=
—_— 3
1 1., /-10+41]6
—4+ Il - v [ S—
_16[2+4]~6 4 ] wa[1L1, e _F10+41/6 ) 45
7 247 4 14
7 . 7/-10+41/6 1 1 . [-10+41/6
—111‘:64' 4 5 —§+Z.Iy_:'6— 4 , | X=
—_— 3
1 1.~ [-10-41/6
I Ar“ Y vV , - 2
_16[2 glior ]+4 |1, o /10-41/6) 45
7 2 477 4 14
7 .~ T1/-10-41]6 1 1, /-10-41/6
+£—‘1\;6— 4 ) —5—11\,464' 4 x=
. 3
11 /-10-416
- R -2
_16(2 AR ]+4 L1y g imlomarie ] 4
7 2 47 4 14
7~ 7/-10-41/6 1 1 — /-10-41]6
+ZI“.;"6+ 4 5y_§—21]|6_ 4
[{1=1,5=5},{1=1,5=5}, {1=1,5=5},{1=1,5=5}, {1=1,5=5},
{1=1,5=5}]

Discussion of scientific results. All solutions of the system are complex
conjugate numbers. The program for solving systems of algebraic equations with
symmetric polynomials in the Maple package solves systems with an asymmetric
right-hand side. Thus, solving systems of equations in the Maple package allows
you to speed up and simplify the execution of complex actions, calculations and
eliminate the occurrence of errors. But at the same time, in order for the program to
be implemented, you need to correctly apply commands and formulate the task
correctly.

Conclusion. A mathematical program for solving systems of higher degree
equations will allow you to find correct solutions while reducing computation time.
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The article was able to show the development of algorithms and the creation of a
mathematical program for finding an analytical solution to linear differential
equations with constant coefficients in the Maple environment.
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M.A. AxmemkaHos?, I'K. flyiice6aesa’
IM.X. Aynamu ameiHdarel Tapas eHipnik yHusepcumemi, Tapas K., Kasakcmad

MAPLE KOMMBIOTEPNIK MATEMATUKA KYMECIHAEMN CUMETPUANDIK,
NONUMHOMANLOAPAODLI ECENTEY

AHpgatna. MaKkanaga CUMMETPUANDbI KenmylenepaiH TeopuAacbl 3epTTesreH.
3epTrey HOTMMKECIHAE *KOfapbl AdpeXkeni TeHAey/ep KYMeciH wewy aaicTepiniH, bipi
CUMMETPUANDBI KenMyLIenikTepai KONJaHy a4ici ekeHgiri kepcetinai. Ecentepai wewy
94iCiHiH, NpaKTUKaNbIK KepiHici Maple KomnblOTEPNIK MaTeMaTUKasbIK KyheciHae »Ky3ere
acbipblNabl.

Tipek cespep: CMMMETPUANDBIK KemnMmyLlenikTep, »ofapbl Aapexeni TeHaeynep,
aNbTepPHaTUBTI WeLly 94icTepi, aHaIMTUKAbIK ecenTeynep.

M.A. AxmemkaHos?, I'K. flyiice6aesa’
Tapasckuli peauoHanbHbIlG yHUsepcumem umeru M.X. lynamu, 2 Tapas, KazaxcmaH

BbIYMUCNEHME CUMMETPUYHbLIX MHOIOY/1IEHOB
B CUCTEME KOMMbIOTEPHO MATEMATUKU MAPLE

AHHOTauma. B cTaTbe M3yyaeTcs TeopMAa CUMMETPUYHbIX NOJIMHOMOB. B pesynbTate
nccnefoBaHusa 6bl10 MOKa3aHO, YTO OAHUMM U3 METOL0B PeLleHUA CUCTEM YpPaBHEHWM
BbICLUEM CTEMNeHW SABAAETCA METOh C MCMNONb30BAaHUEM CUMMETPUYHBIX MHOIOY/IEHOB.
MpakTMyeckas peanus3auma MeToAa PeLUeHUs MMeeT KOMMNbIOTEPHYI0 peannsaumio B
cucteme Maple.

KnioueBble cnoBa: CMMMETPUYHbIE MOSMHOMBI, YPaBHEHWA BbICLUMX CTEMNeHewn,
a/ibTepPHaTUBHbIE METOAbI PELLUEHUS, aHAIUTUYECKME BbIYUCIEHMA.
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